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Classifiers tend to predict a single value of the class variable when classifying an instance. However, sometimes, it
may be more appropriate that classifiers predict a set of class values because the available information is not sufficient for
pointing out a single class value. This is known as Imprecise Classification [4]. When an imprecise classifier is employed, a
set of values of the class variable might be obtained, composed of those class values that are not defeated by another one
according to a criterion called the dominance criterion.
Abellán and Masegosa [1] proposed an adaptation of a decision tree model based on imprecise probabilities and

uncertainty measures for Imprecise Classification. Such an adaptation is called Imprecise Credal Decision Tree (ICDT).
Afterwards, the first ensemble method for Imprecise Classification was developed [3]. It is a Bagging scheme that uses
ICDT as the base classifier. To combine multiple imprecise predictions, it employs a technique that consists of predicting as
non-dominated only the class values predicted as dominated by the minimum number of classifiers. In this way, it is aimed
that the ensemble is as informative as possible even though it implies a higher risk of incorrect predictions.
Precise and imprecise classifiers minimize the number of misclassifications. This would be optimal if all classification

errors were equally important. Nevertheless, in practical applications, different classification errors often yield different costs.
For this reason, classifiers that consider the misclassification costs, called cost-sensitive classifiers, have been developed.
Few cost-sensitive imprecise classifiers have been proposed so far. ICDT was adapted for cost-sensitive scenarios by

Abellán and Masegosa [1]. That adaptation was improved by Moral-García et al. [2]. Despite the fact that ensemble schemes
have obtained better performance than individual classifiers, no ensemble method has been proposed so far for cost-sensitive
Imprecise Classification. This might be because it is not trivial how to combine multiple imprecise predictions, and the
matter is even more complicated when misclassification costs are different.
This poster will describe ongoing research for a Bagging method for cost-sensitive Imprecise Classification that uses the

cost-sensitive Imprecise Credal Decision Tree that has obtained the best performance as the base learner. The key point is
how to combine the predictions made by the multiple individual cost-sensitive imprecise classifiers. For this purpose, we
aim to propose a technique that, for each class value, computes a score based on the minimum number of classifiers that
predict such a value as dominated and the misclassification cost associated with that class value. Hence, we aim that the
ensemble scheme is as informative as possible while we consider the error costs.
We aim to carry out an experimental analysis with many datasets and the main evaluation metrics for cost-sensitive

Imprecise Classification to highlight that our proposed Bagging scheme significantly outperforms a single cost-sensitive
Imprecise Credal Decision Tree.
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