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Multiple-Criteria Decision Analysis (MCDA) Rubust Elicitation (sets) [1]

e [dea: find all models w € Q2 coherent with

Objective: find the best alternative x to recommand. Here f, = 0.6 flavour + 0.4 1/Price. N I ‘“*g =(0.6,0.4) user’s preferences = set E.
0 1 w1
E: Where o* is supposed to be * Problem: with an error, w* can be outside ot

E = converge to a wrong model.

U1 /Price (X)
Name Flavour 1/Price 11 CA

American Cheddar
Mozzarella
Gorgonzola
Truffle Brie

Edam

Possibilist Elicitation (possibility distribution) [2]

UFlavour (X) e Our solution: preference = possibility .

0

s ° o h h . ° .
Can you show Gorgonzola is the best (f,, = 5.4)2 Why Edam is never taken? A confidence level @ with each interaction

e Even with a wrong answer, we can still con-
verge to ™ (m(w™) #0).

Problem in reality: w is unknown. Solution: preference elicitation.

e Detection of incoherence: subnormalised 7.

Evaluation of the Quality of a Recommendation: Minimax regret Illustration of Minimax regret

Minimax regret for robust approaches Regret extension for possibilist approaches

n

PMR(x, y, ) = maxR,,(x, y) EPMR(x, y,7) = ;(ai —a;+1)PMR(x, y, %)

n
MR(x, E) = maxPMR(x, y, E) EMR(x,7) = ) (@; — @;+1) maxPMR(x, y, 7%)
yex 1 yeX

MMR(E) = minMR(x, E) MEMR(@(1) = min EMR(x, )
XeX xXeX

0 1 W1

MR(CA) = MR(BT) = 8. MR(MO) = 4 => mMR({CA, BT, MO}) = 4.
Regret: R, (x, y) = fo () — fo(X). a-cut: 1%°={w e Q: n1(w) = a}. MO is the alternative to recommand.

User Error and Information Fusion Wrong Model and Model Change

Method f(x*)—f(x) » Detection of inconsistency from the user Method e Real model : complex interactions between

Robust elicitation 0.125 after multiple interactions. criteria. Supposed model: no interactions.
s L. Wrong detected : : :
Possibility elicitation 0.0373 Changing model = recommendations barely

ibili icitati Wrong corrected . :
* Possibilist elicitation alone better than g improve = Too many new parameters to esti-

Naive correction 0.233 _ icitati Wrong n o
set-based elicitation. ong not detected mate (from p—1 to 27 —2) + elicitation strategy

rusion 1 (f-out-ob-k) 197 ' ' ' not optimal for complex model?
Fusion 2 (heuristics MCS) | 0.0459 * Fusion methods: can potentially improve D p :

Fusion 2 (best MCS) 0.00695 the quality of the recommendation.
. Method

Provide information on the answers (de- e Two different models but without interac-

*, o .
x*: user prefered. x: recommanded. termine wrong answers). Wrong detected : : tions + same number of parameters.
Low difference = Good. Wrong corrected

Changing model = better recommandations
(still not pertect?).

Wrong not detected
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