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General Situation

o A sample of partial orders (e.g. compare the performance of ml algorithms on a fixed data set w.r.t multiple performance measures at once).
e Each partial order is indeed a precise observation. Thus, items are allowed to be incomparable.
— Partial orders as a special case of non-standard data.

Contribution

e Introducing the ufg depth function (gives a center-outward order) to obtain a description of the distribution of partial orders (P) based on a sample.
e Explicitly addressing incomparability in the data description.

Idea: Adaptation of the Simplicial Depth

Depth functions measure the centrality and outlingness of a data point with respect to a data cloud or an underlying distribution.

Simplicial Depth Union-Free Generic Depth

Define the Closure Operator/System
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Reduce the Input Set (It is Still Sufficient to Describe the Closure Operator)

v ={{a, b, c} CR} 7 = {P C P | Condition (C1) and (C2) hold }
with
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Define the Depth Function (M is a Set of Probability Measures)
RY x M — [0, 1], P x M — [0, 1]
D:
(X, V) = v(x € Yra{ X1, - - -, Xgu1}), D- (p.1) > {O, if forall S € 7: [[;c5v(P) =
P,V ~
¢ ZSEY: pey(S) HﬁES v (P) ; else,

Comparison of Machine Learning Algorithms

For each data set we compare a set of ml algorithms based on e Other types of

multi-dimensional performance measures. This leads to a RF KNN LR CART non-standard
partial order for every data set. e \/ data
e Data Sets: 80 classification problems from OpenML. - L e Statistical
e ML Algorithms: Random Forests (RF), Decision Tree Interence
(CART), Logistic regression (LR), L1-penalized logistic LASSO o Other ML
regression (Lasso) and k-nearest neighbours(KNN). - | pr_obléms and
e Performance Measures: area under the curve, F-score, | - | | - Figure 2: Represents criteria
Co . Figure 1: Observed poset with maximal (left) and minimal ~ what the observed posets
oredictive accuracy and Brier score. (right) ufg depth with the k highest depth °

values have in common.
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