Removing Redundancies

for Faster Inference

D ={d,...,d,} C R” ~ R desirable gambles

How to remove more redundancies?

Ifd € ©(D\ {d}), remove d from D

Check every d € D
Difficulty?
m linear programs of size n x m

Where used?

Standard in many redundancy
removal packages such as
CDDLIB and POLYHEDRA.JL [2]
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(@ Find a hyperplane that intersects
linear feasibility problem:

find veR,v>1
st. D'v>1
Hyperplane H: g H < v-g =1
@) Scale all ¢, and all I, onto H
dy, I

d, = I =
: V°dk * V-Hx

(@) Remove last coordinate
retrievable fromv - g =1
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(@ Find convex hull on H
n Method
2 min & max
3,4 O(mlogm) algorithm
5,....,~ 8 QHull
higher Naive Method
Difficulty?
One linear program of size m x n
+

Difficulty of the convex hull
— exponential in »

(D)

(1) Use expectations = hyperplanes
For every linearly independent
{gl;---;gn—l} g DU {Hxl X €& %}
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(@ Remove redundant I’s
linear feasibility problem:

find peR Lu>0)Ypu=1
st (o 1B B [E) =

If feasible — remove

@) Inference using lower prevision
cD) & o#0Amin. -2 >0

Difficulty?

After simplification,
tight upper bound on 7 [1, p. 394-395]
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— exponential in » and often
achieved in random experiments

= exponential memory required
= calculate exponential # inner products




